Classification of Cancer Stage from Free-text Histology Reports
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Abstract—This article investigates the classification of a This article describes a system to collect stage data for
patient’s lung cancer stage based on analysis of their free-text cancer patients based on free-text medical reports. For a
medical reports. The system uses natural language processing given patient, the input to the system consists of a variable
to transform the report text, including identification of UMLS ’ b .
terms and detection of negated findings. The transformed report NUmMber of textual reports describing the results of histology
is then classified using statistical machine leamning techniques. tests. The objective of the system is to determine TNM
A support vector machine is trained for each stage category stage values for the patient by applying machine leartémy
based on word occurrences in a corpus of histology reports for categorisationtechniques [6]. There are two main types of
pathologically staged patients. New reports can be classified tagina: clinical and pathologic [11. Clinical stagi I
according to the most likely stage, allowing the collection of 5 a}glng. ¢ |n_|ca an pa_ 0 ogl_c [] Inical staging ‘Jses a
popu|ation stage data for ana|ysis of outcomes. While the evidence prior to the first definitive treatment, and is often
system could in principle be applied to stage different cancer reliant on interpretation of radiological images. Pathologic
types, the current work focuses on lung cancer due to data staging makes use of more definitive evidence taken from

availability. The article presents initial experiments quantifying g, .0ary sych as histological examinations. In these initial
system performance for T and N staging on a corpus of histology ' )

reports from more than 700 lung cancer patients. experiments, the _system focusses on predicting the patho-
logic stage from histology reports. As surgery and histologic
I. INTRODUCTION testing is not commonly performed on metastatic cancer, the

The stage of a cancer categorises its progression, in terffldTent system is constrained to T and N staging. While the
of the size and location of the primary tumour, as welfySteém could in principle be applied to stage other cancer
as any spreading to lymph nodes or formation of distarfyPes, the present artlclg_focusses on staging lung cancer for
metastases. The stage is useful both to determine treatmEfSOns of data availability. _
for individual patients based on guidelines, and to stratify "€ remainder of this article is organised as follows.
outcomes as a basis for population-level analysis of hea%iectlorm contains a review of related literature and systems.

programmes. These benefits have motivated the definitiopfCtion[IT describes the proposed cancer stage classifica-

of international standard protocols, including the TNM (Tufion system. An experimental evaluation of the system is

mour Nodes Metastases) standard of the AJCC (Americ&tiesented in Sectiop |V, followed by ongoing work and
Joint Committee on Cancer) and UICC (International Unioifoncluding remarks in Sectign] V.
Against Cancer), summarised in Taple | [1]. Staging of pa- Il. RELATED WORK
tients according to this system is recommended as a standard o ] .
of care by national cancer bodies, e.g. [2], and provides theT_h_e system in this article assigns a cancer stagg by cate-
basis for international benchmarking of outcomes. gorising as_et of free-t_ext medical reports. The foIIowmg_sub-
For a variety of reasons, however, formal staging data Eectlons briefly descrlb(_a th.e context of rellated work - flrstlly.
not routinely collected for all cancer patients: for instancdl 9eneral text categorisation, and then in systems specific
according to [3], in 2004 there was no on-going populationt-o the medical domain and cancer staging in particular.
based coIIec_tion of staging information in any Aus_traliarh_ Text Categorisation
state or territory. The preferred method for collection of o ) )
stage data is through multi-disciplinary team conferences, 16Xt categorisation (see [6], [7] for recent reviews) is
however due to their time- and resource-intensive nature, € t@sk of deciding if a document belongs to each of
will be difficult to ever meet the total demand in this way.2 Set of predefined categories. Early work in this field
Individual clinicians stage patients, however the consistendffcussed on knowledge-based approaches, mainly consisting
of this may vary and it is rarely documented in a formaPf manual definition of set; of rules that 'attempt to encode
manner. Technological support for the cancer stage decisid#f €xPert knowledge required to categorise documents. The
has been limited to date. While some software products exi@aior disadvantage with these approaches is the need for
to assign a TNM stage (e.g [4], [5]), these generally rely ofuman experts to define and maintain the comprehensive

highly structured input, and therefore do not reduce the neddl€ Set required for high accuracy. For this reason most text
for expert reading and interpretation of reports. categorisation research in recent years has concentrated on

machine learning approaches which automatically build text

. McCowan and D. Moore are with CSIRO eHealth classifiers by learning the characteristics of each category
ggfr?earzcrmoorgenti% Csigi;taane, Australia {iain.mccowan, from a set of preclassified documents (the training corpus).
’ . such a machine learning approach is taken in the present
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T: Primary Tumour X Primary tumor cannot be assessed.
0 No evidence of primary tumor.
is Carcinoma in situ.
1,2,3,4 Increasing size and/or local extent of the primary tumour.
Regional lymph nodes cannot be assessed.
No regional lymph node metastasis.
2,3 Increasing involvement of regional lymph nodes.
Distant metastasis cannot be assessed.
No distant metastasis.
Distant metastasis.

TABLE |
SUMMARY OF THE TNM STAGING PROTOCOL[1].

N: Regional Lymph Nodes

M: Distant Metastasis

o Xk o X

systems derive a Vector Space Model (VSM) documentector encoding MRI and PET results as input. A soft-
representation and then classify this using Support Vectoomputing approach was used in [20] to classify cervical
Machines (SVM’s). cancer cases into one of 4 FIGO stages based on a vector

In the VSM representation a document is represented agacoding the presence or absence of each major symptom.
vector of weights, with one vector element for each word (ofFhe mTuitive [4] xPert product line includes a module for
term) that occurs in the entire training corpus. The weightancer staging according to the AJCC TNM guidelines. From
assigned to a word can be either a binary value (to indicatee information available on their website, their product is
the simple presence or absence of a word in the documerttgsed on structured data entry of pathologic results. The
or a non-binary value based on its frequency of occurren¢gollaborative Staging Task Force [5] has produced a set
- see [7] for an overview of different weighting schemes. of common software tools to determine the cancer stage

Support vector machines (SVM's) were introduced in [8ccording to multiple systems, based on a structured set of
and were first applied to the problem of text categorisationancer-dependent data items.
in [9]. A SVM is the hyperplane that maximises the sep- The system proposed in the current article can be differ-
aration between the closest positive and negative trainirentiated from the above systems in two main ways: firstly in
examples (the support vectors). There are several propertiessuse of free-text reports rather than structured input data,
that make SVM's suitable for application to text categoriand secondly as it uses probabilistic rather than deterministic
sation [9]: the ability to cope with very high dimensionalalgorithms. These distinctions may be important when when
input feature spaces (where most dimensions are relevaaticess to expert knowledge of staging is limited and when
and sparse document vectors, and the fact that text categoraedy partial and uncertain information is available.
are often linearly separable.

] ) [1l. DESCRIPTION OFSYSTEM

B. Medical Text Analysis

Most medical-related automated text analysis work in the
literature has dealt with the problem of converting free-text
reports into standard codes or structured formats that are Text Pre-processing
more suitable for further analysis, e.g. [10], [11]. Beyond ~
such automatic coding systems, there have been a numbeBtep 1. Normalisation Normalisation aims at reduc-
of systems that have attempted classification of medic#lg basic variations between different reports by enforcing
reports, for instance according to specific medical diseasesnsistent expression of common terms. Specifically, the
or conditions. This has included: classification of radiologformats of acronyms, numbers and dimensions are standard-
reports according to 6 conditions [12], classification of highsed, relevant abbreviations are expanded, spelling variants
quality MEDLINE articles [13], classification of emergencyare mapped to a common form, and any non-informative
department reports into eight syndromic categories [14§haracter sequences are removed. These normalisation rules
detecting fever in emergency department patients [15], deteare encoded with regular expressions and implemented using
tion of radiology reports that support a finding of inhalationasearch and replace operations.
anthrax [16], detection of acute gastrointestinal syndrome Step 2: Parsing into UMLS Terms In this step, the
from emergency department reports [17], and determiningocument is parsed into a sequence of terms from the
whether a finding or disease in a report is absent [18].  Unified Medical Language System (UMLS) SPECIALIST

) Lexicon [21]. Each word from the input is first converted

C. Software Support for Cancer Staging to its UMLS base form, then a parser converts these to a

Literature and market reviews have only uncovered a fesequence of more general (potentially multi-word) UMLS
instances of systems specifically designed to assist in tlkede terms. The parser is implemented as a state machine
cancer stage decision. In the research literature, there using the Viterbi dynamic programming algorithm [22] to
no reported work in staging cancer from unstructured fredind the optimal decomposition of each sentence into UMLS
text input. The stage of cervical cancer was determinerms. This dynamic programming approach is necessary as
using a neural network classifier in [19], using a 15-elementhere may be several possible decompositions for a given

The proposed system consists of two phases: text pre-
rocessing and assignment of the cancer stage.



sentence into multi-word terms. The optimal term sequence g,4e Cases Sensitivity Specificity PPV F1

is defined as one having the minimum number of terms. ~7T1 204 0.52 0.82 054 053
Step 2: Detection of Negated TermsAn algorithm T2 405 0.67 0.59  0.68 0.68
. 3 52 0.67 097 067 0.67
(.Ne.gEx). for determining the presence or a}bsence of aty 49 0.41 095 038 039
finding in a free-text report was proposed in [18]. The macro-average 718 0.57 0.83 057 057
algorithm detects a number of common medical negation micro-average 718 0.61 088 062 061
phrases (e.g. “no evidence of’), and then associates thesey,ge Cases Sensitivity Specificity PPV F1
with neighbouring disease or condition terms. In the curreni NO 437 0.87 0.81 088 087
system, only a small subset of approximately 30 UMLS N1 11732 8-2‘7’ 8-32 8-22 8-22
terms is considered for negation, comprising WOFdS that areyacroaverage 718 071 089 070 070
highly relevant to the TNM lung cancer staging protocol micro-average 718 0.78 0.90 0.78 0.78
(e.g. tumour, mediastinum, pleura). These UMLS terms are TABLE II

replaced with a new term code indicating a negated form. c_assiFier RESULTS WITH MACRG AND MICRO-AVERAGES: POSITIVE
CASES SENSITIVITY (RECALL), SPECIFICITY, POSITIVE PREDICTIVE

B. Assignment of Cancer Stage
VALUE (PPV, RECISION), F1 MEASURE.

Step 1: Feature Extractiort A vector space model is used
to represent each text report in a data corpus as a vector
of term weights. The term weights are calculated accordingubsets. This meant that over the 100 folds, results could be
to the LTC-weighting scheme [23], [7]. The LTC weightsreported on the full patient list while ensuring each result
are commonly used in state-of-the-art text categorisatiomas produced by an unbiased system (where test data was
systems, as they effectively de-emphasise common termst used during system training).
(occurring often in many documents), produce normalised Performance Measures Results are reported for each
weights across different length documents, and reduce tbkassifier in terms of standard binary test measusessi-
impact of large differences in frequency. tivity, specificityand positive predictive valu¢PPV). Given

Step 2: SVM Classification In this step, standard Support the True Positives (TP), True Negatives (TN), False Positives
Vector Machines (SVM's) are used to classify the cancegfFP) and False Negatives (FN), then Sensitivity = TP /
stage of each medical report. For each cancer stage categdfi? + FN), Specificity = TN / (TN + FP), and PPV =
a binary SVM classifier is trained based on whether eachiP / (TP + FP). In the text classification literature, sen-
document in the training corpus is relevant to that particulagitivity and PPV are referred to a®call and precision
category or not. Note that this means a given medical repasspectively. If a single performance measure is required,
will not necessarily be assigned a single stage within the the F1-measures commonly used in the text classification
and N groupings, but rather zero or more. The SVM’s ariterature; this is the harmonic mean of precision and recall.
implemented using thevmMight [24] toolkit. The parameters Each measure can be calculated on a per-category basis
of the SVM are first trained from a corpus of text reportsand then averaged across categories to give macro-averaged
with stage categories. During testing, the SVM outputs eesults, or across all patients to give micro-averaged results.
score that can be thresholded to decide if a new documdnepending on the application, a trade-off exists between
belongs to that particular class. complementary measures, such as sensitivity and specificity,
and this can be controlled by varying one or more classifier
hyper-parameters. It is common to report performance at a
A. Method task-relevant operating point, such as the break-even point

Data Corpus: To train and validate the system, a corpudetween two complementary measures.
of de-identified medical reports with corresponding stage . .
data was obtained for 718 lung cancer patients followinf§- Discussion of Results
research ethics approval. The corpus was compiled from twoResults are reported in Tabfg| Il at the sensitivity/PPV
separate sources: a database of pathologic staging decisibrnsak-even point. Results are not given for TO or N3, due
for lung cancer patients (Queensland Integrated Lung Canderlack of data (as pathologic staging is rarely conducted for
Outcomes Project data [25]) for use as ground-truth for thihese categories). Results show consistently high specificity
classifier training and testing, and a set of histology repor&cross categories indicating strong reliability in a negative
for lung cancer patients extracted from the state pathologlecision. In general, sensitivity and PPV are higher for N
information system (AUSLAB). staging. The T4 stage category shows the lowest perfor-
SVM Training and Testing: A binary classifier was mance, which may be attributed to the use of only histology
trained for each stage category (e.g. T1 vs not-T1). In ordeeports; very few T4 cases are surgically resected and these
to maximise the amount of SVM training data while stillwill often be incomplete, restricting the pathologist’s ability
reporting significant results on this datasetNfold scheme to assess T4 status. A further factor in results is the benefit of
was applied. First the data was randomly divided into 10Qsing more, and better balanced, data for SVM training; stage
subsets, then in each fold system output was generatedtegories with a significant number of cases have better
for one subset from an SVM trained on the remaining 98lassification performance. To show the trade-off that exists

IV. EXPERIMENTAL EVALUATION
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Fig. 1. Receiver Operator Characteristic (ROC) Curves for T and N micro-
averaged Specificity vs Sensitivity (T area = 0.86, N area = 0.92). The poiml]
on each curve indicates the operating point for Tafle Il results.

between performance on positive and negative cases, the
sensitivity and specificity Receiver Operator Characteristig2]
(ROC) curves are plotted for T and N staging in Figure 1. A

further measure of overall system performance is providggl;
by the area under the ROC curve: these plots show an area
of 0.86 for T and 0.92 for N staging, which is a promising

initial result. [14]

V. CONCLUSIONS ANDFUTURE WORK

This article has presented initial work towards a system t3°!
automatically determine a patient’s cancer stage from their
medical reports. An SVM-based text classification systerii6]
was implemented and evaluated on a corpus of histology
reports and pathologic stage data for 718 lung cancer pa-
tients. At the sensitivity/PPV break-even point, the system
achieves average sensitivity of 0.61 and specificity of 0.887
for T staging, and sensitivity of 0.78 and specificity of 0.90
for N staging. While these results are encouraging, there is
potential to improve this by adding other data sources (e.g.s]
radiology reports) and incorporating expert knowledge of the
staging protocols in the system design. Ongoing work will
investigate this and evaluate the system more thoroughly gs)
a tool for retrospective collection of population stage data.
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