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ABSTRACT

Objectives: This article describes a system to automatically classify the stage of a lung cancer patient
based on text analysis of their histology reports. Methods: The system uses machine learning
techniques to train a statistical classifier, specifically a support vector machine, for each TNM stage
category based on word occurrences in a corpus of histology reports for staged patients. New reports
can then be classified according to the most likely stage, facilitating the collection and analysis of
population staging data. While the system could in principle be applied to stage different cancer
types, the current work focuses on staging lung cancer due to data availability. Results. The article
presents initial experiments quantifying system performance on a corpus of reports from more than
1000 lung cancer patients. Results give average sensitivity of 0.72 and specificity of 0.87 for
pathologic staging based on histology report text.
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1. INTRODUCTION

The cancer stage categorises a cancer's progression in the bodgrins of the extent of the primary tumour
and any spreading to local or distant body sitemitiRe staging of cancer patients has a humbernéfits
recognised by cancer bodies worldwide: it allowghg/sician to determine treatment more appropriately
evaluate outcomes more reliably, and compare ttation a local, regional, and national basis more
confidently. These benefits have motivated intéama standards for cancer staging, including theMT
(Tumour Nodes Metastases) standard defined by f&CA(American Joint Committee on Cancer) and UICC
(International Union Against Cancer), summariseddile 1 [1]. Routine staging of patients accordimghis
system is increasingly being recommended as aatdrad care by national cancer bodies, e.g. [2].

In spite of its recognised utility, formal stagimta is not routinely collected for all cancer pats. For
instance, according to [3] in 2004 there was n@oimg population-based collection of staging infation in
any Australian state or territory. Efforts sinceséaimed to rectify this, however it is not expecteat current
methods for cancer staging will be applied for @dtients due to the time- and resource-intensivarasof
multi-disciplinary team conferences (MDC’s). Teclogical support for the cancer stage decision reenb
limited to date. While some software products etasassign a TNM stage (e.g. [4, 5]), these gelyeraly on
highly structured input, and therefore do not redtie need for expert reading and interpretatiorepbrts, or
require significant changes to reporting systents@actice.

This article describes initial work towards a damissupport system for staging cancer patientschagefree-
text medical reports. While the system could imgiple be applied to stage other cancers, the presécle
focuses on staging lung cancer for reasons of aeddability. For a given patient, the input to thgstem
consists of a variable number of textual reportscdbing the results of histology tests. The olwecof the
system is to determine T, N, and M stage valuesherpatient. The system aims to achieve this Iptyam
machine learningext categorisation techniques [6].

Text categorisation (see [6, 7] for recent revieisghe task of deciding if a document belongsaoheof a set

of predefined categories. Very early work in thisld focussed on knowledge-based approaches, mainly
consisting of manual definition of sets of ruleattlattempt to encode the expert knowledge requioed
categorise documents. The major disadvantage hatsetapproaches is the need for human expertsitne de



T: Primary Tumour X Primary tumour cannot be assessed.

0 No evidence of primary tumour.

is Carcinoma in situ.

1,2,3,4 Increasing size and/or local extent ofgtiary tumour.
N: Regional Lymph Nodes X Regional lymph nodes cannot be assessed.

0 No regional lymph node metastasis.

12,3 Increasing involvement of regional lymph esd
M: Distant Metastasis X Distant metastasis cannot be assessed.

0 No distant metastasis.

1 Distant metastasis.

Table 1. Summary of the TNM staging protocol [1].

and maintain the comprehensive rule set requiredhifgh accuracy. For this reason most text categtian
research in recent years has concentrated on neadddmning approaches which automatically buildt tex
classifiers by learning the characteristics of ecategory from a set of pre-classified documerts tftaining
corpus). Such a machine learning approach is takendmpthsent system.

Most medical-related automated text analysis warkhie literature has dealt with the problem of aating
free-text reports into standard codes or structfwemhats that are more suitable for further analysig. [8, 9,

10]. Beyond such automatic coding systems, thenee Heeen a number of systems that have attempted
classification of medical reports, for instance ading to specific medical diseases or conditioftsis has
included: classification of radiology reports aaiog to 6 conditions [11], customisable decisiogetinductive
classifiers [12, 13], classification of high qualiMEDLINE articles [14], classification of emergsgnc
department reports into eight syndromic categdfi8§ detecting fever in emergency department pégi§l6],
detection of radiology reports that support a firgdiof inhalational anthrax [17], and detection clute
gastrointestinal syndrome of public health sigifice from emergency department reports [18].

Literature and market reviews have uncovered festairces of research or commercial software systhats
specifically assist in the cancer stage decisitre gtage of cervical cancer was determined by eaheatwork
classifier in [19], using a 15-element vector enogdigh level results of MRI and PET scans as inpusoft-
computing approach was used in [20] to classifyical cancer cases into one of 4 FIGO stages based
vector encoding the presence or absence of eadr Byapptom. The mTuitive [4] xPert product line lindes a
module for cancer staging according to the AJCC TNMdelines, based on structured data entry. The
Collaborative Staging Task Force [5] has producsdtaf common software tools to determine the eastage
according to multiple systems. The system takdgag a structured set of all data items requfarda given
cancer type and then applies a deterministic alyorio assign the correct stage code. The systepoped in
the current article can be clearly differentiateairf the above systems for cancer staging in twa meiys:
firstly in its use of free-text reports rather thaghly structured input data, and secondly asésuprobabilistic
rather than deterministic algorithms - this mayitmportant when only partial and uncertain inforroatiis
available, such as during initial clinical stagiagd also when access to expert knowledge of gfagiimited.

The remainder of this article is organised as feHoSection 2 describes the proposed method fesifjeng the
cancer stage. An experimental evaluation of ttstesy is presented in Section 3 followed by ongeingk and
concluding remarks in Section 4.

2.METHOD

For each patient, the input to the system consiStsnstructured text taken from available histologyports.
The text is first normalised to reduce basic vata: the formats of acronyms, numbers and dimessae
standardised, relevant abbreviations are exparsjmdling variants are mapped to a common form, amd
non-informative character sequences are removed. sEh of normalisation rules are encoded usinglaegu
expressions and implemented using simple searcheqtace operations.

Following normalisation, the text is converted iraosequence of base forms from the Unified Medical
Language System (UMLS) SPECIALIST Lexicon [21]. eTBPECIALIST Lexicon is a general English lexicon
supplemented with many single or multiple word béalical terms. Each lexical record has a base fatmch



is the uninflected form of the term (e.g. singutanm for nouns, infinitive form for verbs). Theility of the
UMLS SPECIALIST Lexicon has been previously demmted for similar tasks, e.g. in a noun phrase
identification system for radiology reports in [22The conversion to UMLS base form yields the cealefits

of adhering to an open standard lexicon, and e¥egt implementing a stemming step to further rexuc
variability of the report text.

Following these text pre-processing steps, featareextracted for classification. A vector spaaelet is used
to represent each text report as a vector of tevard) weights. The term weights are calculated ating to
the LTC-weighting scheme [23, 7], which is commonged in state-of-the-art text categorisation sgsteas it
effectively de-emphasises common terms (occurrftenan many reports), produces normalised weightsss
different length reports, and reduces the impadamgfe differences in frequency.

The final step in the system is to classify thecesrstage from the LTC features using Support \fddachines
(SVM's) [24, 25]. For each of the cancer stagegaties (from Table 1, e.g. T1, N2), a binary SMisssifier
is trained based on whether each report in a trgicdrpus is relevant to that particular categdhe SVM's are
implemented using the open source S¥Mtoolkit [26]. The parameters of the SVM are estied from a
training corpus of text reports supplemented with@/stage data. During testing, the SVM outputsaaiesthat
can be thresholded to decide if a new documentbislto a particular class. Classifiers are nanecfor the
TX, NX and MX stage categories, as these may beidered as defaults if no other categories carsbiged.

3. RESULTSAND DISCUSSION

To train and validate the system, a corpus of @etiled medical reports with corresponding stagiiagg was
obtained for 1054 lung cancer patients followingeach ethics approval. The corpus was compilad two
separate data sources: a database of pathologingtdecisions for lung cancer patients (Queenslategjrated
Lung Cancer Outcomes Project data [27]) for usgrasnd-truth for the classifier training and tegtiand a set
of histology reports for lung cancer patients exteed from the state pathology information systerd GAAB).
In order to maximise the amount of SVM trainingadethile still reporting significant results on thilataset, an
N-fold scheme was applied. The data was randorimvigetl into 100 subsets (approximately 10 patigres
subset). In each fold, system output was geneffatedne subset from an SVM trained on the remairfg
subsets. This meant that over the 100 folds, tesoluld be reported on the full 1054 patients avkihsuring
each result was produced by an unbiased systemduwdmst data was not used during system training).

In medical literature the most common measuresbioary tests are sensitivity, specificity and pwsit
predictive value (PPV). Given the True Positive®)TTrue Negatives (TN), False Positives (FP) aal$d-
Negatives (FN), theBensitivity = TP / (TP + FN)Specificity = TN / (TN + FP), andPPV = TP / (TP + FP). In
the text classification literature, the most comnmeasures are recall and precision. In the cumentext,
recall is the same as sensitivity, whipgecision is the same as PPV. If a single performance meaisu
required, theF1-measure is commonly used in the text classification litara; this is the harmonic mean of
precision and recall. A more naive measure ofesygperformance is given by tlaecuracy, which is the
proportion of reports that were correctly assighgdhat classifier (true positive and true negatjveEach of
these values can first be calculated on a per-oatdupsis and then averagacoss categories to give macro-
averaged results, or averagedcross all patients to give micro-averaged results. In general micreraged
scores tend to be dominated by classifier perfoomam the most common categories, while macro-geera
are influenced more by classifier performance ae ategories. Depending on the application, detaff
exists between sensitivity and specificity, or tkaad precision, and this can be controlled byyiray one or
more classifier hyper-parameters. It is commorefmrt performance at a task-relevant operatingtpsirch as
the break even point (where two complementary evaluation measuresdamical).

Table 2 presents these performance measures fobasry SVM classifier (i.e. per stage categorgyults are
not presented for TO, Tis, and N3 as these categbird insufficient positive examples for classifiaining (P
< 100). Results are reported at the precision {FP&tall (sensitivity) break even point. The desshow some
interesting trends: specificity is consistently thigcross categories indicating strong reliabilityai negative
decision from each classifier; sensitivity and PR¥call and precision) show that the classifiersfqgen
significantly above chance levels in their positstage decisions; and in general classifiers wighifcant



training data (both high P and N) perform bettehieving above 0.64 across all measures (e.g. NQ,Td,

T2). This last point indicates that overall penfi@nce may be expected to improve significantly aittarger
development dataset. In terms of overall systerfopeance, the macro- and micro-averaged F1 messuee
0.621 and 0.725 respectively, which is a promisegult for these preliminary experiments. Accurfigyres

are less informative, due to the unbalanced numbpositive and negative examples for most claesifi

Stage P N Specificity Sensitivity PPV F1 Accuracy
MO 900 154 0.461 0.900 0.907 0.904 0.836
M1 151 903 0.914 0.477 0.480 0.478 0.851
NO 588 466 0.717 0.767 0.774 0.770 0.745
N1 180 874 0.943 0.644 0.699 0.671 0.892
N2 178 876 0.894 0.483 0.480 0.482 0.824
T1 258 796 0.899 0.647 0.676 0.661 0.838
T2 530 524 0.716 0.692 0.711 0.702 0.704
T3 123 931 0.921 0.472 0.439 0.455 0.868
T4 132 922 0.924 0.462 0.466 0.464 0.866
Macro-average 0.821 0.616 0.626 0.621 0.825
Micro-average 0.874 0.720 0.730 0.725 0.825

Table 2: Resultsfor each stage classifier with macro- and micro-averages. Positive cases (P), Negative cases (N),
Sensitivity (Recall), Specificity, Positive Predictive Value (PPV, Precision), F1 Measure and Accur acy.

As mentioned previously, there is a trade-off bemvesystem performance for complementary measures.
Depending on the relative application-dependenst&o(financial, emotional or otherwise) a falsegaiive
finding may be favoured over a false positive firgi or vice-versa. Figure 1 plots the receiverrajps
characteristic (ROC) curves for complementary meveraged results by varying the SVM decision thoés

This shows, for example, that average sensitivigater than 0.9 may be achieved at the cost ofifgpicof

0.5 or below. Another useful single performanceasuee is the area under the ROC curve; from Figuthkis

is 0.851 for sensitivity-specificity, and 0.790 fexcall-precision, which are again promising iditesults.
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Figure 1: Receiver Operator Characteristic (ROC) Curvesfor Specificity vs Sensitivity (area = 0.851), and Precision
(PPV) vs Recall (Sensitivity) (area = 0.790). The operating point for Table 2 resultsis marked by *.

4. CONCLUSION

This article has presented preliminary progressatd& a system to assist in the collection of stagiata for
lung cancer patients. Initial results show a sydt@sed on standard support vector machine classdchieves
average sensitivity of 0.72 and specificity of 0fB7 pathologic staging based on histology repext.t While

this is clearly promising, there is much scopenpriove the system to incorporate specific knowledfthe
staging protocol. Ongoing work will investigateettenhancement of the system with natural language
processing techniques, e.g. to detect negatednfisd(“no evidence of pleural invasion”), as well rates
specific to each stage category, e.g. associaimgrisions with key terms (“primary tumour greateairt 3cm

in extent”). The system will also be extendedde tadiology reports and to support clinical stggin
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